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or we consider a small set of heuristic orderings π1, ..., πn and average over
these orderings:

pθ(G|zG) ≈
∑

πi∈{π1,...,πn}

∏
(u,v)∈V

Ãπi [u, v]A[u, v]+(1−Ãπi [u, v])(1−A[u, v]).

These heuristic orderings do not solve the graph matching problem, but
they seem to work well in practice. Liao et al. [2019a] provides a detailed
discussion and comparison of these heuristic ordering approaches, as well
as an interpretation of this strategy as a variational approximation.

Limitations

As with the node-level VAE approach, the basic graph-level framework has se-
rious limitations. Most prominently, using graph-level latent representations
introduces the issue of specifying node orderings, as discussed above. This
issue—together with the use of MLP decoders—currently limits the application
of the basic graph-level VAE to small graphs with hundreds of nodes or less.
However, the graph-level VAE framework can be combined with more effective
decoders—including some of the autoregressive methods we discuss in Section
9.3—which can lead to stronger models. We will mention one prominent exam-
ple of such as approach in Section 9.5, when we highlight the specific task of
generating molecule graph structures.

9.2 Adversarial Approaches

Variational autoencoders (VAEs) are a popular framework for deep generative
models—not just for graphs, but for images, text, and a wide-variety of data
domains. VAEs have a well-defined probabilistic motivation, and there are many
works that leverage and analyze the structure of the latent spaces learned by
VAE models. However, VAEs are also known to suffer from serious limitations—
such as the tendency for VAEs to produce blurry outputs in the image domain.
Many recent state-of-the-art generative models leverage alternative generative
frameworks, with generative adversarial networks (GANs) being one of the most
popular [Goodfellow et al., 2014].

The basic idea behind a general GAN-based generative models is as follows.
First, we define a trainable generator network gθ : Rd → X . This generator
network is trained to generate realistic (but fake) data samples x̃ ∈ X by taking
a random seed z ∈ Rd as input (e.g., a sample from a normal distribution).
At the same time, we define a discriminator network dφ : X → [0, 1]. The
goal of the discriminator is to distinguish between real data samples x ∈ X
and samples generated by the generator x̃ ∈ X . Here, we will assume that
discriminator outputs the probability that a given input is fake.

To train a GAN, both the generator and discriminator are optimized jointly
in an adversarial game:

min
θ

max
φ

Ex∼pdata(x)[log(1− dφ(x))] + Ez∼pseed(z)[log(dφ(gθ(z))], (9.10)

random seed Generator Discriminator

Sample from dataset
Generated graph

Backward

Disparity between generated 
and sample graphs

idea: use another neural
network to generate 
pseudo labels

Zuo Zhenyu
Pencil

Zuo Zhenyu
Pencil

Zuo Zhenyu
Pencil

Zuo Zhenyu
Pencil

Zuo Zhenyu
Highlight

Zuo Zhenyu
Highlight



116 CHAPTER 9. DEEP GENERATIVE MODELS

where pdata(x) denotes the empirical distribution of real data samples (e.g.,
a uniform sample over a training set) and pseed(z) denotes the random seed
distribution (e.g., a standard multivariate normal distribution). Equation (9.10)
represents a minimax optimization problem. The generator is attempting to
minimize the discriminatory power of the discriminator, while the discriminator
is attempting to maximize its ability to detect fake samples. The optimization of
the GAN minimax objective—as well as more recent variations—is challenging,
but there is a wealth of literature emerging on this subject [Brock et al., 2018,
Heusel et al., 2017, Mescheder et al., 2018].

A basic GAN approach to graph generation

In the context of graph generation, a GAN-based approach was first employed
in concurrent work by Bojchevski et al. [2018] and De Cao and Kipf [2018]. The
basic approach proposed by De Cao and Kipf [2018]—which we focus on here—is
similar to the graph-level VAE discussed in the previous section. For instance,
for the generator, we can employ a simple multi-layer perceptron (MLP) to
generate a matrix of edge probabilities given a seed vector z:

Ã = σ (MLP(z)) , (9.11)

Given this matrix of edge probabilities, we can then generate a discrete adja-
cency matrix Â ∈ Z|V|×|V| by sampling independent Bernoulli variables for each
edge, with probabilities given by the entries of Ã; i.e., Â[u, v] ∼ Bernoulli(Ã[u, v]).
For the discriminator, we can employ any GNN-based graph classification model.
The generator model and the discriminator model can then be trained according
to Equation (9.10) using standard tools for GAN optimization.

Benefits and limitations of the GAN approach

As with the VAE approaches, the GAN framework for graph generation can be
extended in various ways. More powerful generator models can be employed—
for instance, leveraging the autoregressive techniques discussed in the next
section—and one can even incorporate node features into the generator and
discriminator models [De Cao and Kipf, 2018].

One important benefit of the GAN-based framework is that it removes the
complication of specifying a node ordering in the loss computation. As long as
the discriminator model is permutation invariant—which is the case for almost
every GNN—then the GAN approach does not require any node ordering to
be specified. The ordering of the adjacency matrix generated by the generator
is immaterial if the discriminator is permutation invariant. However, despite
this important benefit, GAN-based approaches to graph generation have so far
received less attention and success than their variational counterparts. This is
likely due to the difficulties involved in the minimax optimization that GAN-
based approaches require, and investigating the limits of GAN-based graph gen-
eration is currently an open problem.

Major limitation:
Hard to train

Read Wasserstein GAN
(Arjovsky, 2017)
for more on why GANs 
are hard to trian

We can use a GNN as 
discriminator, thus we don't
need to care about node
ordering
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9.3. AUTOREGRESSIVE METHODS 117

9.3 Autoregressive Methods

The previous two sections detailed how the ideas of variational autoencoding
(VAEs) and generative adversarial networks (GANs) can be applied to graph
generation. However, both the basic GAN and VAE-based approaches that we
discussed used simple multi-layer perceptrons (MLPs) to generate adjacency
matrices. In this section, we will introduce more sophisticated autoregressive
methods that can decode graph structures from latent representations. The
methods that we introduce in this section can be combined with the GAN and
VAE frameworks that we introduced previously, but they can also be trained as
standalone generative models.

9.3.1 Modeling Edge Dependencies

The simple generative models discussed in the previous sections assumed that
edges were generated independently. From a probabilistic perspective, we de-
fined the likelihood of a graph given a latent representation z by decomposing
the overall likelihood into a set of independent edge likelihoods as follows:

P (G|z) =
∏

(u,v)∈V2

P (A[u, v]|z). (9.12)

Assuming independence between edges is convenient, as it simplifies the likeli-
hood model and allows for efficient computations. However, it is a strong and
limiting assumption, since real-world graphs exhibit many complex dependen-
cies between edges. For example, the tendency for real-world graphs to have high
clustering coefficients is difficult to capture in an edge-independent model. To
alleviate this issue—while still maintaining tractability—autoregressive model
relax the assumption of edge independence.

Instead, in the autoregressive approach, we assume that edges are generated
sequentially and that the likelihood of each edge can be conditioned on the edges
that have been previously generated. To make this idea precise, we will use L
to denote the lower-triangular portion of the adjacency matrix A. Assuming we
are working with simple graphs, A and L contain exactly the same information,
but it will be convenient to work with L in the following equations. We will then
use the notation L[v1, :] to denote the row of L corresponding to node v1, and we
will assume that the rows of L are indexed by nodes v1, ..., v|V|. Note that due to
the lower-triangular nature of L, we will have that L[vi, vj ] = 0, ∀j > i, meaning
that we only need to be concerned with generating the first i entries for any
row L[vi, :]; the rest can simply be padded with zeros. Given this notation, the
autoregressive approach amounts to the following decomposition of the overall
graph likelihood:

P (G|z) =

|V|∏
i=1

P (L[vi, :]|L[v1, :], ...,L[vi−1, :], z). (9.13)

In other words, when we generate row L[vi, :], we condition on all the previous
generated rows L[vj , :] with j < i.

"autoregressive" refers to a 
type of model that predicts 
future values based on past 
values of the same sequence.

Autoregressive models are 
good at modeling graphs that 
are inherently constructed in
some order.

Example: road network, SNS
network. These networks 
are built in a step-by-step 
fashion (roads are built one by
one, and SNS users only
follow/unfollow one user 
at a time)

By looking a graph as node 
and edge sequences, we can
address this problem using
NLP methods.

Graphs that are not suitable
to be modeled by autoregressive
models: 
molecules, 
knowledge graph
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118 CHAPTER 9. DEEP GENERATIVE MODELS

9.3.2 Recurrent Models for Graph Generation

We will now discuss two concrete instantiations of the autoregressive generation
idea. These two approaches build upon ideas first proposed in Li et al. [2018]
and are generally indicative of the strategies that one could employ for this
task. In the first model we will review—called GraphRNN [You et al., 2018]—we
model autoregressive dependencies using a recurrent neural network (RNN). In
the second approach—called graph recurrent attention network (GRAN) [Liao
et al., 2019a]—we generate graphs by using a GNN to condition on the adjacency
matrix that has been generated so far.

GraphRNN

The first model to employ this autoregressive generation approach was GraphRNN
[You et al., 2018]. The basic idea in the GraphRNN approach is to use a hier-
archical RNN to model the edge dependencies in Equation (9.13).

The first RNN in the hierarchical model—termed the graph-level RNN—is
used to model the state of the graph that has been generated so far. Formally,
the graph-level RNN maintains a hidden state hi, which is updated after gen-
erating each row of the adjacency matrix L[vi, :]:

hi+1 = RNNgraph(hi,L[vi, L]), (9.14)

where we use RNNgraph to denote a generic RNN state update with hi cor-
responding to the hidden state and L[vi, L] to the observation.2 In You et al.
[2018]’s original formulation, a fixed initial hidden state h0 = 0 is used to initial-
ize the graph-level RNN, but in principle this initial hidden state could also be
learned by a graph encoder model or sampled from a latent space in a VAE-style
approach.

The second RNN—termed the node-level RNN or RNNnode—generates the
entries of L[vi, :] in an autoregressive manner. RNNnode takes the graph-level
hidden state hi as an initial input and then sequentially generates the binary
values of L[vi, ; ], assuming a conditional Bernoulli distribution for each entry.
The overall GraphRNN approach is called hierarchical because the node-level
RNN is initialized at each time-step with the current hidden state of the graph-
level RNN.

Both the graph-level RNNgraph and the node-level RNNnode can be opti-
mized to maximize the likelihood the training graphs (Equation 9.13) using the
teaching forcing strategy [Williams and Zipser, 1989], meaning that the ground
truth values of L are always used to update the RNNs during training. To
control the size of the generated graphs, the RNNs are also trained to output
end-of-sequence tokens, which are used to specify the end of the generation pro-
cess. Note that—as with the graph-level VAE approaches discussed in Section
9.1—computing the likelihood in Equation (9.13) requires that we assume a
particular ordering over the generated nodes.

2You et al. [2018] use GRU-style RNNs but in principle LSTMs or other RNN architecture
could be employed.

When generating nodes as
eq. 9.13, we implicitly assume
a node ordering
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9.3. AUTOREGRESSIVE METHODS 119

Figure 9.2: Illustration of the GRAN generation approach [Liao et al., 2019a].

After training to maximize the likelihood of the training graphs (Equation
9.13), the GraphRNN model can be used to generate graphs at test time by
simply running the hierarchical RNN starting from the fixed, initial hidden
state h0. Since the edge-level RNN involves a stochastic sampling process to
generate the discrete edges, the GraphRNN model is able to generate diverse
samples of graphs even when a fixed initial embedding is used. However—
as mentioned above—the GraphRNN model could, in principle, be used as a
decoder or generator within a VAE or GAN framework, respectively.

Graph Recurrent Attention Networks (GRAN)

The key benefit of the GraphRNN approach—discussed above—is that it mod-
els dependencies between edges. Using an autoregressive modeling assumption
(Equation 9.13), GraphRNN can condition the generation of edges at generation
step i based on the state of the graph that has already been generated during
generation steps 1, ...i − 1. Conditioning in this way makes it much easier to
generate complex motifs and regular graph structures, such as grids. For ex-
ample, in Figure 9.3, we can see that GraphRNN is more capable of generating
grid-like structures, compared to the basic graph-level VAE (Section 9.1). How-
ever, the GraphRNN approach still has serious limitations. As we can see in
Figure 9.3, the GraphRNN model still generates unrealistic artifacts (e.g., long
chains) when trained on samples of grids. Moreover, GraphRNN can be difficult
to train and scale to large graphs due to the need to backpropagate through
many steps of RNN recurrence.

To address some of the limitations of the GraphRNN approach, Liao et al.
[2019a] proposed the GRAN model. GRAN—which stands for graph recurrent
attention networks—maintains the autoregressive decomposition of the gener-
ation process. However, instead of using RNNs to model the autoregressive
generation process, GRAN uses GNNs. The key idea in GRAN is that we
can model the conditional distribution of each row of the adjacency matrix by
running a GNN on the graph that has been generated so far (Figure 9.2):

P (L[vi, :]|L[v1, :], ...,L[vi−1, :], z) ≈ GNN(L[v1 : vi−1, :], X̃). (9.15)

GRNN GRAN difference:
how the intermeidate state is
stored.
GRNN - a vector
GRAN - the current graph itself
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120 CHAPTER 9. DEEP GENERATIVE MODELS

Here, we use L[v1 : vi−1, :] to denote the lower-triangular adjacency matrix of the
graph that has been generated up to generation step i. The GNN in Equation
(9.15) can be instantiated in many ways, but the crucial requirement is that
it generates a vector of edge probabilities L[vi, :], from which we can sample
discrete edge realizations during generation. For example, Liao et al. [2019a]
use a variation of the graph attention network (GAT) model (see Chapter 5) to
define this GNN. Finally, since there are no node attributes associated with the
generated nodes, the input feature matrix X̃ to the GNN can simply contain
randomly sampled vectors (which are useful to distinguish between nodes).

The GRAN model can be trained in an analogous manner as GraphRNN
by maximizing the likelihood of training graphs (Equation 9.13) using teacher
forcing. Like the GraphRNN model, we must also specify an ordering over nodes
to compute the likelihood on training graphs, and Liao et al. [2019a] provides a
detailed discussion on this challenge. Lastly, like the GraphRNN model, we can
use GRAN as a generative model after training simply by running the stochastic
generation process (e.g., from a fixed initial state), but this model could also be
integrated into VAE or GAN-based frameworks.

The key benefit of the GRAN model—compared to GraphRNN—is that it
does not need to maintain a long and complex history in a graph-level RNN.
Instead, the GRAN model explicitly conditions on the already generated graph
using a GNN at each generation step. Liao et al. [2019a] also provide a de-
tailed discussion on how the GRAN model can be optimized to facilitate the
generation of large graphs with hundreds of thousands of nodes. For example,
one key performance improvement is the idea that multiple nodes can be added
simultaneously in a single block, rather than adding nodes one at a time. This
idea is illustrated in Figure 9.2.

9.4 Evaluating Graph Generation

The previous three sections introduced a series of increasingly sophisticated
graph generation approaches, based on VAEs, GANs, and autoregressive mod-
els. As we introduced these approaches, we hinted at the superiority of some
approaches over others. We also provided some examples of generated graphs
in Figure 9.3, which hint at the varying capabilities of the different approaches.
However, how do we actually quantitatively compare these different models?
How can we say that one graph generation approach is better than another?
Evaluating generative models is a challenging task, as there is no natural notion
of accuracy or error. For example, we could compare reconstruction losses or
model likelihoods on held out graphs, but this is complicated by the lack of a
uniform likelihood definition across different generation approaches.

In the case of general graph generation, the current practice is to analyze
different statistics of the generated graphs, and to compare the distribution of
statistics for the generated graphs to a test set [Liao et al., 2019a]. Formally,
assume we have set of graph statistics S = (s1, s2, ..., sn), where each of these
statistics si,G : R → [0, 1] is assumed to define a univariate distribution over R

This book was wrote before
diffusion methods 
become popular.

Diffusion methods can also be
used on graph generation
see
https://arxiv.org/abs/2302.02591
https://arxiv.org/abs/2401.15617

Statistics-based evaluation is
easy to implement
But often not enough to really
tell the graph quality

Zuo Zhenyu
Highlight

Zuo Zhenyu
Highlight

Zuo Zhenyu
Highlight



9.5. MOLECULE GENERATION 121

Figure 9.3: Examples of graphs generated by a basic graph-level VAE (Section
9.1), as well as the GraphRNN and GRAN models. Each row corresponds to
a different dataset. The first column shows an example of a real graph from
the dataset, while the other columns are randomly selected samples of graphs
generated by the corresponding model [Liao et al., 2019a].

for a given graph G. For example, for a given graph G, we can compute the degree
distribution, the distribution of clustering coefficients, and the distribution of
different motifs or graphlets. Given a particular statistic si—computed on both
a test graph si,Gtest and a generated graph si,Ggen—we can compute the distance
between the statistic’s distribution on the test graph and generated graph using
a distributional measure, such as the total variation distance:

d(si,Gtest , si,Ggen) = sup
x∈R
|si,Gtest(x)− si,Ggen(x)|. (9.16)

To get measure of performance, we can compute the average pairwise distribu-
tional distance between a set of generated graphs and graphs in a test set.

Existing works have used this strategy with graph statistics such as degree
distributions, graphlet counts, and spectral features, with distributional dis-
tances computed using variants of the total variation score and the first Wasser-
stein distance [Liao et al., 2019b, You et al., 2018].

9.5 Molecule Generation

All the graph generation approaches we introduced so far are useful for gen-
eral graph generation. The previous sections did not assume a particular data
domain, and our goal was simply to generate realistic graph structures (i.e.,

We do not have a universially good
criteria for graph generation.

We need: 
domain-specific knowledge
or synthesisd datasets.

Unlike image and text generation,
which can be easily evaluated by
human, telling if a graph is good
or not is hard.

To address real world problems 
with graph generation, we need 
to find a good criteria before we 
can do anything.
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adjacency matrices) based on a given training set of graphs. It is worth not-
ing, however, that many works within the general area of graph generation are
focused specifically on the task of molecule generation.

The goal of molecule generation is to generate molecular graph structures
that are both valid (e.g., chemically stable) and ideally have some desirable
properties (e.g., medicinal properties or solubility). Unlike the general graph
generation problem, research on molecule generation can benefit substantially
from domain-specific knowledge for both model design and evaluation strategies.
For example, Jin et al. [2018] propose an advanced variant of the graph-level
VAE approach (Section 9.1) that leverages knowledge about known molecular
motifs. Given the strong dependence on domain-specific knowledge and the
unique challenges of molecule generation compared to general graphs, we will
not review these approaches in detail here. Nonetheless, it is important to
highlight this domain as one of the fastest growing subareas of graph generation.

Molecule generation
The biggest challenge:
Hard to evaluate.
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Conclusion

This book provides a brief (and necessarily incomplete) tour of graph repre-
sentation learning. Indeed, even as I am writing, there are new and important
works arising in this area, and I expect a proper overview of graph representa-
tion learning will never be truly complete for many years to come. My hope is
that these chapters provide a sufficient foundation and overview for those who
are interested in becoming practitioners of these techniques or those who are
seeking to explore new methodological frontiers of this area.

My intent is also for these chapters to provide a snapshot of graph represen-
tation learning as it stands in what I believe to be a pivotal moment for this
nascent area. Recent years have witnessed the formalization of graph repre-
sentation learning into a genuine and recognizable sub-field within the machine
learning community. Spurred by the increased research attention on this topic,
graph neural networks (GNNs) have now become a relatively standard tech-
nique; there are now dozens of deep generative models of graphs; and, our theo-
retical understanding of these techniques is solidifying at a rapid pace. However,
with this solidification also comes a risk for stagnation, as certain methodologies
become ingrained and the focus of research becomes increasingly narrow.

To this end, I will close this book with a brief discussion of two key areas for
future work. These are not certainly not the only important areas for inquiry
in this field, but they are two areas that I believe hold promise for pushing the
fundamentals of graph representation learning forward.

Latent graph inference

By and large, the techniques introduced in this book assume that a graph struc-
ture is given as an input. The challenge of graph representation learning—as
I have presented it—is how to embed or represent such a given input graph
in an effective way. However, an equally important and complimentary chal-
lenge is the task of inferring graphs or relational structure from unstructured
or (semi-structured) inputs. This task goes by many names, but I will call it
latent graph inference here. Latent graph inference is a fundamental challenge
for graph representation learning, primarily because it could allow us to use
GNN-like methods even when no input graph is given. From a technical stand-
point, this research direction could potentially build upon the graph generation
tools introduced in Part III of this book.
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124 Conclusion

Already, there have been promising initial works in this area, such as the
Neural Relational Inference (NRI) model proposed by Kipf et al. [2018] and
the nearest-neighbor graphs inferred by Wang et al. [2019]. Perhaps the most
exciting fact about this research direction is that preliminary findings suggest
that latent graph inference might improve model performance even when we
have an input graph. In my view, building models that can infer latent graph
structures beyond the input graph that we are given is a critical direction for
pushing forward graph representation learning, which could also open countless
new application domains.

Breaking the bottleneck of message passing

Perhaps the single largest topic in this book—in terms of amount of space
dedicated—is the neural message passing approach, first introduced in Chap-
ter 5. This message passing formalism—where nodes aggregate messages from
neighbors and then update their representations in an iterative fashion—is at
the heart of current GNNs and has become the dominant paradigm in graph
representation learning.

However, the neural message passing paradigm also has serious drawbacks.
As we discussed in Chapter 7, the power of message-passing GNNs are inher-
ently bounded by the Weisfeiler-Lehman (WL) isomorphism test. Moreover,
we know that these message-passing GNNs are theoretically related to rela-
tively simple convolutional filters, which can be formed by polynomials of the
(normalized) adjacency matrix. Empirically, researchers have continually found
message-passing GNNs to suffer from the problem of over-smoothing, and this
issue of over-smoothing can be viewed as a consequence of the neighborhood
aggregation operation, which is at the core of current GNNs. Indeed, at their
core message-passing GNNs are inherently limited by the aggregate and update
message-passing paradigm. This paradigm induces theoretical connections to
the WL isomorphism test as well as to simple graph convolutions, but it also
induces bounds on the power of these GNNs based on these theoretical con-
structs. At a more intuitive level, we can see that the aggregate and update
message-passing structure of GNNs inherently induces a tree-structured compu-
tation (see, e.g., Figure 5.1). The embedding of each node in a GNN depends on
iterative aggregations of neighborhood information, which can be represented
as a tree-structured computation graph rooted at that node. Noting that GNNs
are restricted to tree-structured computation graph provides yet another view of
their limitations, such as their inability to consistently identify cycles and their
inability to capture long-range dependencies between the nodes in a graph.

I believe that the core limitations of message-passing GNNs—i.e., being
bounded by the WL test, being limited to simple convolutional filters, and be-
ing restricted to tree-structured computation graphs—are all, in fact, different
facets of a common underlying cause. To push graph representation learning
forward, it will be necessary to understand the deeper connections between these
theoretical views, and we will need to find new architectures and paradigms that
can break these theoretical bottlenecks.

Whether we need more 
expressive power than
WL-test

Check the specific domain
you are working and see
what information is needed

Sometiems a tree-structured
computation graph is more 
than needed.

But in other cases, try adding 
richer features such as ring
indicators, degree indicators,
etc.
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