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I What do you want to do with Al today?

AlphaFold 3 predicts the

structure and interactions
of all of life’s molecules |
Hello GPT-40

Introducing AlphaFold 3, a new Al model developed by

Google DeepMind and Isomorphic Labs. By accurately We’re announcing GPT-40, our new flagship model that
predicting the structure of proteins, DNA, RNA, ligands and can reason across audio. vision. and text in real time.
more, and how they interact, we hope it will transform our

understanding of the biological world and drug discovery. https://openai.com/index/hello-gpt-40/

May 08,2024 - 6 min read «£ Share

https://blog.google/technology/ai/google-deepmind-isomorphic-alphafold-3-ai-model/ ,
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Four types of Al

Think like Think
human | rationally
Act like Act
human  rationally

Russel & Norvig (2010), Artificial Intelligence,
A modern approach. 3rd ed.



I Brief history (pictures from Wikipedia)

Play R.U.R (Rossum’s Universal
Robots, 1920) introduced “robot”

from Czech-language to English
for “forced labor.”
; {'ﬂ-l

Thomas Bayes
(1702-1761)
HENGSZZ introduced the X

Aristotle Bayes' Theorem. A novel “Frankenstein”

(BC384-BC322) by Mary Shelley, 1818,
proposed rationality. guestions artificial life.




! Turing Test (1950)

"MENEDICT cuueenna.'r::n IS OUTSTANDING®
L
ASUPERE  “THEC DEST BRITISH “AN INSTANT
HRILLER™ FILM OF THE YEAR"™ CLASSIC™
» - L LR

LR A

THE TRUE ENIGMA WAS THE
MAN WHO CRACKED THE CODE

BENEDICY KEIRA
CUMNNERBATCH T H E KNIGHTLEY

IMITATION GAME

IN CINEMAS NOVEMBER 14

https://en.wikipedia.org/w/index.php?
curid=56682373

https://academic.oup.com/mind/article/LIX/236/433/986238

Vor. Lix. No. 236.] [October, 1950

MIND

A QUARTERLY REVIEW
OF

PSYCHOLOGY AND PHILOSOPHY

oG

IL—COMPUTING MACHINERY AND
INTELLIGENCE

By A.M. Turing

1. The Imstation Game.
I PROPOSE to consider the question, ‘Can machines think 7'’
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Birth of modern Al

1956 Dartmouth Conference:
The Founding Fathers of Al

S . -..(‘ ‘

Claude Shannon Ray Solomonoff Alan Newell

“... make machines use language,
form abstractions and concepts, solve
kinds of problems now reserved for
humans, and improve themselves.”
— McCarthy et al., Aug 31, 1955

Herbert Simon Arthur Samuel Oliver Selfridge Nathaniel Rochester Trenchard More

https://medium.com/rla-academy/dartmouth-workshop-the-birthplace-of-ai-34c533afe992 7



I Machine Learning: Key of today’s Al

An example of linear regression

« Assuming the data follows a law y = f(x),
ML is to find the optimal parameters
that decide f from known data (= learn)

and uses it to predict unknown data.

log w

 E.g., linear regression: f(x) = ax + b;
deep learning: f is defined by a multi-

layer artificial neural network; etc.

log_h

« *ML is considered valid to human too.







Second Law of Thermodynamics (Wikipedia)

(Clausius)_It is impossible to transfer heat from a
colder object to a
change. (Planck)

A B

° ® e,
° o .
o o *

Entropy: a measurable quantity associated with
a state of disorder, randomness, freedom, or
uncertainty of a system.

« Thermodynamics (Clausius, 1865)
« Statistical mechanics (Gibbs, 1878)

« Information theory (Shannon, 1949)

What 1s sustainability

« Classical view of life: body + spirit
- body (matter): follow laws of nature
« spirit: does not follow them

- Science (biology) view: reproduction +
metabolism + cell

Schrodinger’s view (1944): Life does
not follow the Second Law of
Thermodynamics with metabolism.

]

Sustainability is to slow down the process
toward the collapse of the Earth, even though
it (the collapse) cannot be avoided.



Information is more important to life

Omicron
£y B1.1.529

https://www.nature.com/articles/d41587-022-00001-5

Genetic information processing is the most fundamental feature of life:
Mutation increases the information entropy (the natural side) and heredity
passes “good” information to the next generation (the life-like side).

Thus, virus is also life (I think).
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I Information metabolism by brain

Pictures from Wikipedia

Brahe Kepler Newton
(Big Data) (Three laws of (Law of universal
planetary motion) gravitation) o



Small Data & Al for sustainability

Data is not
sustainable
(nature side)

Data -> “good”
information is a
must (life side)

J

collecting, saving,
transferring etc to
the minimal Ievel.)

| propose Small
Data for
sustainability

J

Keep data

Consider data deletion
as a step of data
management (c.f. right
to be forgotten)

J

Value good
information and
theory more than
data.-> Al )
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Notice that Al is not free (as predicted)

Q. BALEHEI

B COFEIESRELRETY

EEE. 20504E(C4TE E£RAIERT MFEEH] “The power consumption is expected to

" increase by 40% in 2050 due to the
B, HGROERS unexpected spread of generative Al.”

20244E48 118 2:00 [2ERETE] — Nikkel, April 11, 2024

https://www.nikkei.com/article/DGKKZ079934590Q4A410C2EP0000/

Recall the observation by Schrodinger (1944).
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An introduction to

Information Wisdom Theory




What 1s life

Schrodinger’s observation (1944): Life does not follow the Second
Law of Thermodynamics which is a law of nature stating that
every process in the nature increases the entropy of the system.

 Entropy: a measurable guantity associated with a state of disorder,
randomness, freedom, or uncertainty of a system.

« => Nature increases disorder (i.e., disorder is natural).

- => Nature gave life freedom, but life uses it to find order.
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https://swingroot.com/plutchik-emotion/

A (anticipation)

Br < e

(vigilance) (adoration) — See=ddh
P D _»
Why? Because nature ":':- (anger) ﬁg lxgm (fear) *ﬁ s

(rage) (terror) (apprehension)

w HOGE R

(loathing) (amazement)

5=

(grief)

gives life disorder.

(pensiveness) 0]

Psychology: We were born with |
more negative emotions. B s




On the contrary, life
tries to find order.

https://tetris.com/play-tetris/

What Makes Tetris so Incredibly Addictive?

(® Posted June 27, 2017 6:49 AM, Morgan Shaver
In #Feature, #Life

Believe it or not, there's a perfectly good reason why you can't
stop playing the world's greatest puzzle game.

Tetris celebrated its 30th anniversary in 2014. Speaking to its longevity, the game’s
creator, Alexey Pajitnov, said that, "Tetris is a very simple game, but it appeals to
many players because it's both visually and intellectually challenging.”

“I think that's what makes the game so addictive. We have an inherent desire to
create order out of chaos, and Tetris satisfies that desire on a very basic level, while
being easy to understand and quick to learn.”

https://tetris.com/article/44/what-makes-tetris-so-incredibly-addictive
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I Wisdom as the wisdom for living

{Act wisely (wisdom as action) = Learn + Do random selection}

Heredity and mutation (life 1.0) Learning and doing random

selection with brain (life 2.0)
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oA Ry = Salliance network

. i T4k E—F Ry b4
Evidence from L e e

: EEH Fu b I — o O R
r 1€EN
Neu OScience ,F*jfrlh Switch two networks
lﬂ#rﬂtﬁﬁ
Default mode network / \ Executive control network
I T24Ibk E—F Ry 7= I7¥7747 20— 2y =7
BETAlENE BE - FEELFBEEICED s b ossBEORICER  Activated for
Activated for goalk—gwded
free, creative wWieEREH wEm g WOrKS
works PafAlEs » sl
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KE:EH (2021), https://www.adeccogroup.jp/power-of-work/220
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https://www.adeccogroup.jp/power-of-work/220

B E https://www.kyoto-u.ac.jp/static/ja/news_data/h/h1/news6/2010/110301 1.htm
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Evidence from “ |5
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https://www.kyoto-
u.ac.jp/ja/about/operation/ideals/basic
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Cycle of doing research

frontier researches

initial state Increase info. entropy Reduce info. entropy Growth of information
by random selecting by random selecting (the nature of life)
and greedy sensing and greedy learning

[ Finding something new is not interesting. Growing the information is. } y




Can Al be wise

« | believe “yes” if Al has
powerful learning ability
and enough freedom to
do random selections.

HE, BRILMITEZTBRIEHEEZTH
H—HEmIEBE L BN, HHEHBE—RE,
REAAKFFMTHEIRS, 20214,

Published: 27 January 2016

Mastering the game of Go with deep neural
networks and tree search

David Silver =, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre, George van den Driessche, Julian
Schrittwieser, loannis Antonoglou, Veda Panneershelvam, Marc Lanctot, Sander Dieleman, Dominik Grewe,
John Nham, Nal Kalchbrenner, llya Sutskever, Timothy Lillicrap, Madeleine Leach, Koray Kavukcuoglu,
Thore Graepel & Demis Hassabis =

Nature 529, 484-489(2016) | Cite this article
105k Accesses | 3632 Citations | 3127 Altmetric | Mefrics

Abstract

The game of Go has long been viewed as the most challenging of classic games for artificial
intelligence owing to its enormous search space and the difficulty of evaluating board
positions and moves. Here we introduce a new approach to computer Go that uses ‘value
networks’ to evaluate board positions and ‘policy networks’ to select moves. These deep
neural networks are trained by a novel combination of supervised learning from human
expert games, and reinforcement learning from games of self-play. Without any lookahead
search, the neural networks play Go at the level of state-of-the-art Monte Carlo tree search
programs that simulate thousands of random games of self-play. We also introduce a new
search algorithm that combines Monte Carlo simulation with value and policy networks.
Using this search algorithm, our program AlphaGo achieved a 99.8% winning rate against
other Go programs, and defeated the human European Go champion by 5games to 0. Thisis
the first time that a computer program has defeated a human professional player in the full-

sized game of Go, a feat previously thought to be at least a decade away.



Tomorrow’s Al - Musk v Altman & OpenAl

Reading https://www.courthousenews.com/wp-content/uploads/2024/02/musk-
v-altman-openai-complaint-sf.pdf (Accessed: April 21, 2024).

1. Commercial product: Microsoft, Altman and OpenAl focus the commercial value of Al
and AGI (Artificial General Intelligence), showing little concern on its possible danger.

2. Great mission: Larry Page of Google understands the danger of Al/AGI to human but
believes developing intelligence higher than human is his mission.

3. Al for humans: Hawking, Musk, and others. Musk sued Altman and OpenAl for they
broke the original promise that OpenAl shall benefit all humans by open-source Al/AGI,
protecting the human society from domination by the commercial company (i.e., Google).
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PR (B, FHHA TS 3 © & — o
b N NS SRS

Sorry, Japanese only. IEHRPCERODMB LB TCHEBTE 3,

BORBIZOWT, YalTaryhH— (1933F ./ —RILYEBFE) 298, YEFZHE
‘lﬁﬂ%% MEl=EfEESIE, Tyhbobr—DfSZ2z2AVWTERLTEE. oD

=Z8Hh [BAIFEEICHE>TWE, EHlEEEZROTWL] ZEATREBEINS,
FEEE®mICT L T, E%%V%E%,A%%,MM%,;ﬂﬂ%,AIﬂ%@twwﬁ&
ReBFZATCHLLERT FEITZREAVWEDY L, REMBECEHOZE, € - Y

tI/Z@ET,A@&%w%F,4/A—/a/,AIﬂ%,%%®$ R EEEZ D,

SHEDE  FEIRAS LA AR TIIBEOH L BELLBLUL. BELHAKT
FARN YL avAFURTL, FNEANY IT59 Y FORBBZENSML T
fd, HEIIEBHTEDHIENTELLBL . * K UBEHNZ DBLOMEE KL
TEBEEDDHAIE, HIDLPEOB SBHHYPTLEA FABLLOTREE S
WELT, ZRCOLERES LCKEERBRETLE.



A case study

Self-organization with small data

- Boids (Reynolds’86): Alignment, Cohesion,
Separation
- BARAOHEKESD CPHEIE) :L—LZz5F5, KY,

(a) Alignment (b) Cohesion (c) Separation . .
AT ERZ DM T 78 0

« Shared Leadership’s 3C model (Xu & Zhao
2022): Collective achievement, Cohesive

https://doi.org/10.1016/j.swevo0.2017.09.003

support, Complementary expertise
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